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(57) ABSTRACT

Various embodiments of the present invention are generally
directed to an apparatus and associated method for updating
data in a non-volatile memory array. In accordance with some
embodiments, a memory block is formed with a plurality of
types of memory cell sectors arranged in data pages of a first
type and log pages of a second type that can be updated
in-place. A first updated sector is written to a first log page
while maintaining an outdated sector in an original data page,
and overwritten with a second updated sector.
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1
DATA UPDATING IN NON-VOLATILE
MEMORY

RELATED APPLICATIONS

This application makes a claim of domestic priority under
35U.S.C. §119(e) to U.S. Provisional Patent Application No.
61/104,406 filed Oct. 10, 2008.

BACKGROUND

Data storage devices generally operate to store and retrieve
data in a fast and efficient manner. Some storage devices
utilize a semiconductor array of solid-state memory cells to
store individual bits of data. Such memory cells can be vola-
tile (e.g., DRAM, SRAM) or non-volatile (RRAM, STRAM,
flash, etc.). Flash memory has been used, but suffers from
inefficiencies such as, but not limited to, in-place updating.

As will be appreciated, volatile memory cells generally
retain data stored in memory only so long as operational
power continues to be supplied to the device, while non-
volatile memory cells generally retain data storage in
memory even in the absence of the application of operational
power.

As such, in these and other types of data storage devices it
is often desirable to increase efficiency and speed, particu-
larly by improving log page utilization to improve traffic and
energy consumption.

SUMMARY

Various embodiments of the present invention are gener-
ally directed to an apparatus and associated method for updat-
ing data in a non-volatile memory array.

In accordance with some embodiments, a memory block is
formed with a plurality of types of memory cell sectors
arranged in data pages of a first type and log pages of a second
type that can be updated in-place. A first updated sector is
written to a first log page while maintaining an outdated
sector in an original data page, and overwritten with a second
updated sector.

In accordance with other embodiments, a memory block
has a plurality of types of memory cell sectors arranged in
data pages of a first type and log pages of a second type that
can be individually overwritten. A first log page is written
with a first updated sector while an outdated sector is main-
tained in an original data page. The first data page is subse-
quently overwritten with a second updated sector.

These and various other features and advantages which
characterize the various embodiments of the present inven-
tion can be understood in view of the following detailed
discussion in view of the accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 provides a functional block representation of a data
storage device in accordance with various embodiments of
the present invention.

FIG. 2 sets forth a generalized representation of a non-
volatile memory array of the exemplary device of FIG. 1.

FIG. 3 generally illustrates an exemplary operation of the
non-volatile memory array of FIG. 2.

FIG. 4 depicts an array of memory sectors constructed in
accordance with various embodiments of the present inven-
tion.

FIG. 5 generally illustrates an exemplary operation of the
array of memory sectors of FIG. 4.
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FIG. 6 displays an exemplary block of memory sectors
constructed in accordance with various embodiments of the
present invention.

FIG. 7 generally illustrates an exemplary operation of the
block of memory sectors of FIG. 6.

FIG. 8 sets forth an exemplary updating scheme performed
on the block of memory sectors of FIG. 6.

FIG. 9 displays an exemplary loading operation performed
with the block of memory cells of FIG. 8.

FIG. 10 provides a flowchart of an exemplary data update
routine performed in accordance with various embodiments
of the present invention.

DETAILED DESCRIPTION

FIG. 1 provides a functional block representation of a data
storage device 100 constructed and operated in accordance
with various embodiments of the present invention. Top level
control of'the device 100 is carried out by a suitable controller
102, which may be a programmable or hardware based micro-
controller. The controller 102 communicates with a host
device via a controller interface (I/F) circuit 104. A memory
space is shown at 106 to comprise a number of memory arrays
108 (denoted Array 0-N), although it will be appreciated that
a single array can be utilized as desired. Each array 108
comprises a block of semiconductor memory of selected stor-
age capacity. Communications between the controller 102
and the memory space 106 are coordinated via the I/F 104.

It can be appreciated that the memory space 106 can be
configured in various different ways with a variety of write
and read circuitry. One such configuration can be as an array
of sectors of memory cells 110 arranged in pages and block,
as displayed in FIG. 2. A plurality of sectors of memory cells
112 can be oriented either physically or logically to corre-
spond to a particular block 114 and page 116 of memory. As
such, accessing the particular block and page in which the
sector is oriented can facilitate access to or from data stored in
a selected sector of memory.

However, it should be noted that numerous different con-
figurations of sectors of memory are possible and the orien-
tation shown in FIG. 2 is not limiting. Furthermore, the size of
a memory array 110 is not restricted and can be constructed
with as many sectors, blocks, and pages as desired.

FIG. 3 generally illustrates an exemplary operation of a
portion of the memory array 110 of FIG. 2. As shown, a
selected sector of memory 118 is located in a corresponding
page and block of memory 120 and 122. As various opera-
tions are conducted, the data stored in the selected sector of
memory 118 can become out-of-date and need replacing with
an updated sector of memory 124. It should be noted that one
or many sectors 118 of the page of memory 120 can be
out-of-date simultaneously. However, many types of memory
do not allow in-place updating of data. That is, no data item
can be updated in place by overwriting the single sector of
memory 118.

As a result, an update can require a time consuming erase
operation and a subsequent writing of the page of memory
120, including both selected sectors 118 and non-selected
sectors 126. In some embodiments, a second block of
memory 128 is used to write the updated sector of memory
124 in a newly erased page 130 while tagging the out-of-date
sector 118 with a forward pointer 132 to the updated sector
124. Occasionally, a block of memory 128 can be full of
stored data to which no newly erased page is present and the
updated sector of memory 124 is written to the next available
block of memory 134 having an erased page 130.
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Further, not having an ability to selectively overwrite the
selected sector of memory 118 with the updated sector 124
can present enhanced degradation of memory cells due to
increased erase and write operations for non-selected sectors
126. It can readily be appreciated that an updating algorithm
such as the one displayed in FIG. 3 can be very inefficient in
both time and space allocation. It should be noted that the
various operations displayed in FIG. 3 are exemplary and do
not limit the possible updating configurations for blocks of
non-volatile memory.

Accordingly, a block of memory sectors that can be
updated in-place by writing and overwriting to a specified log
page of memory sectors provides advantageous operation
with enhanced efficiency and performance. Such in-place
updating can be facilitated with a physical or logical partition
of'a block of memory into data storing pages and log storing
pages with one or more types of memory. Thus, any updates
needed throughout the operation of a block of memory can
have a designated region of log pages dedicated to storing
updated data from out-of-date sectors in the data storing
pages.

An exemplary array of memory sectors 140 capable
arranged into data storing pages and log storing pages is
generally provided in FIG. 4. The array of memory sectors
140 is shown arranged into a number of different blocks 142
and pages 144. While the separation of sectors into pages and
blocks is not required, such configuration allows access to a
precise number of sectors without involving a large amount of
processing overhead. Similarly, the data region 146 is dis-
played with numerous blocks 142 of memory that is not
limiting to the possible orientations of the array 140, but that
provide a uniform region to which data can be written.

In addition, a plurality of pages of memory is provided for
each block of memory 142 that correspond to a log region
148. The pages oriented in the log region 148 can present
various operational characteristics including, but not limited
to, exclusive storage of updated sectors of memory from
existing out-of-date sectors present in the data region 146 of
the same block of memory 142. As such, the data pages can
consist of a first type of memory while the log pages consist
of'a second type of memory to allow enhanced efficiency in
updating memory sectors of the data region 146.

One such updating operation of the array of memory sec-
tors 140 of FIG. 4 is provided in FIG. 5. As shown in block 1,
when a data sector 150 present in the data region 146 and
assigned to data storage becomes out-of-date, an updated
sector 152 is written in the log region 148 while a forward
pointer 154 directs access to the updated sector 152. Alterna-
tively in block 2, multiple out-of-date sectors 150 can be
written to independent updated sectors 152 and 156 of the log
region 148. In yet another alternative updating operation, an
out-of-date sector 150 of block 3 is written to a first updated
sector 152 and subsequently to a second updated sector 158
within the log region 148.

FIG. 6 shows a block of memory 160 constructed in accor-
dance with various embodiments of the present invention. A
block of memory sectors are arranged into a data region 162
and a log region 164, as displayed in FIGS. 4-5. The data
sectors 166 corresponding to an orientation in the data region
162 and data storage are configured with a first type of
memory, such as flash memory. Meanwhile, the log sectors
168 present in the log region 164 and assigned to the storage
of updated sectors that correspond to data sectors 166 are a
second type of memory such as XRAM.

For clarification, the use of a flash memory is not limited
and the data sectors 156 can be a variety of memory including,
but not limited to, EEPROM and NAND. Furthermore, the
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possible XRAM memory used in log sectors 158 can be
various memory technologies that allow individual overwrit-
ing of cells such as, but not limited to, spin torque random
access memory (STRAM) and resistive random access
memory (RRAM). It should further be noted that the numer-
ous types of memory can be included in either the data region
152 or the log region 154. That is, a portion of the data region
152 can be constructed with flash memory cells while the
remaining portion consists of EEPROM memory cells. Simi-
larly, the log region 154 can consist of both RRAM and
STRAM memory while keeping with the spirit of the present
invention.

An exemplary operation of the block of memory 150 of
FIG. 6 is displayed in FIG. 7 in accordance with various
embodiments of the present invention. As a data sector 166
becomes out-of-date, a log sector 168 is written with an
updated sector 170 and accessed via a forward pointer 172
from the out-of-date sector 166. It should be noted that the
writing of the updated sector 170 does not require a prior
erase operation due to the operational characteristics of
XRAM that allows overwriting of existing data.

Consequently, a single write operation can be conducted on
an individual log page without a prior erase operation to
update a page of memory. Such operation provides the ability
to utilize the high bandwidth and data throughput of flash type
memory with the in-place overwriting capability of XRAM to
advantageously decrease erroneous writing of non-updated
sectors. Similarly, efficiency of the block of memory can be
greatly improved due to the elimination of an erase operation
prior to writing an updated sector.

In FIG. 8, an exemplary updating scheme 180 is generally
illustrated in accordance with various embodiments of the
present invention. A block of memory sectors 182 has a first
out-of-date sector 184 and a second out-of-date sector 186. As
shown, an updated sector for each out-of-date sector 184 and
186 are written to a first updated page 192 and a second
updated page 194. That is, the log pages 188 and 190 of the
log region each have multiple available sectors to which the
updated sectors for the out-of-date sectors 184 and 186 are
stored. While the block of memory 182 can be loaded with the
multiple different updated sectors present in each log page
188 and 190, the updating scheme 180 can proceed to
manipulate the position of the dissimilar updated sectors.

The updating scheme 180 can subsequently move the dis-
similar updated sectors to log pages 192 and 194 so that a
single updated sector is present in each log page 188, 190,
192, and 194. It should be noted that the moving of an updated
sector can be carried out with various operations that may or
may not include erasing the previous location individually.
Furthermore, the moving of updated sectors can be facilitated
in numerous different ways that can include the writing of
individual sectors or pages of sectors.

The updating scheme can 180 can subsequently conclude
or proceed to further move the updated sectors to common
updated pages 188 and 190 so that only updated sectors
corresponding to the respective first or second out-of-date
sectors 184 or 186 are present. Meanwhile in some embodi-
ments, the log pages 192 and 194 without updated sectors are
erased, either individually or simultaneously by sector or
page.

FIG. 9 displays an operation of the block of memory 182
after the updating scheme 180 of FIG. 8. In various embodi-
ments, data stored in a block of memory sectors 182 can be
accessed by loading a selected page of data to a corresponding
buffered data sector 196 located in a data buffer 198. Like-
wise, any updated sectors 188 can be loaded to a buffered log
sector 200 in a log buffer 202. While any number and com-
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bination of pages can be loaded from either the data region or
the log region, manipulating multiple updated sectors into a
log page that corresponds to a data page with the updating
scheme 180 allows one log page to be loaded with the data
page, as shown.

Conversely, having multiple updated sectors present in a
plurality of log pages can result in multiple log pages being
buffered with a single data page. Hence, the updating scheme
180 of FIG. 8 can provide increased efficiency due in part to
the reduction in processing overhead and buffer space needed
to access data from a page of memory 184.

FIG. 10 provides a flowchart of an exemplary data update
routine 210 performed in accordance with various embodi-
ments of the present invention. Initially in step 212, a block of
sectors is provided that is arranged in data pages of a first type
of memory and in log pages of a second type of memory. An
updated sector that corresponds to a data sector is written in
step 214 to a first log page. The first updated sector is subse-
quently overwritten in step 216 with a second updated sector.

At this point, the data update routine 210 can proceed to
step 218 in which the position of the second updated sector is
manipulated. Alternatively, step 216 can advance to step 220
in which the updated sector is loaded in a log buffer and the
data sector is loaded in a data bufter. At the conclusion of step
220, the data update routine 210 can terminate or repeat any
step in any order. For example, the routine 210 can proceed
from step 220 to step 216 to overwrite the second updated
sector with a third updated sector, as desired.

It should be noted that the second updated sector can cor-
respond to the original data sector or a different data sector.
Likewise, the various steps of the data update routine 210 can
be eliminated or rearranged, as necessary, to provide efficient
access to the most current data in a block of memory. Further,
the data update routine 210 is not limited to the updating of'a
single data sector at a time. That is, multiple data sectors can
be updated with different updated sectors in various log pages
simultaneously in accordance with the data update routine
210.

It should also be noted that the updating of data can corre-
spond to a single sector, page, or block of memory. For
example, an out-of-date data sector can be updated by writing
anupdated sector to a log page just as an out-of-date data page
can be updated by writing an updated log page. Hence, the
configuration of sectors of memory into pages and blocks is
not limited and can be oriented as desired.

It will now be appreciated that the various embodiments
presented herein provide advantages over various prior art
structures. A block of memory sectors arranged into data
pages of a first type of memory and log pages of a second type
of memory allow for the utilization of different memory tech-
nologies for the benefit of performance and efficiency. That is,
a high bandwidth memory like NAND flash can be used for
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the data pages while an RRAM type of XRAM that can be
individually overwritten can be used for the log pages. As
such, the block of memory can be updated without erroneous
erase operations and the redundant writing of non-updated
memory cells.
It is to be understood that even though numerous charac-
teristics and advantages of various embodiments of the
present invention have been set forth in the foregoing descrip-
tion, together with details of the structure and function of
various embodiments of the invention, this detailed descrip-
tion is illustrative only, and changes may be made in detail,
especially in matters of structure and arrangements of parts
within the principles of the present invention to the full extent
indicated by the broad general meaning of the terms in which
the appended claims are expressed.
What is claimed is:
1. A method comprising:
writing a group of initial data directly to an original data
page having a first logical block address in a memory
block comprising a plurality of types of memory cell
sectors arranged in data pages of a first type and log
pages of a second type, the first log page comprising
resistive random access memory (RRAM) cells, the sec-
ond log page comprising spin torque random access
memory (STRAM) cells, the first and second types of
memory cell each comprising non-volatile memory, the
second type of memory cell configured to be updated
in-place the first type of memory cell configured to be
updated only by page, the log pages dedicated to storing
updated versions of groups of initial data present in at
least one data page of the memory block and the data
pages configured to receive the group ofinitial data prior
to the log pages being written with an updated version of
the group of initial data;
updating the group of initial data by maintaining the group
of initial data in the original data page while writing a
first group of updated data to a first log page having the
first logical block address in response to the group of
initial data sector becoming outdated, the group of
updated data relating to the group of initial data; and

overwriting the first group of updated data in the first log
page with a second group of updated data.

2. The method of claim 1, wherein the first and second
groups of updated data are written to the first log page.

3. The method of claim 1, wherein the second group of
updated data is written to a second log page before the over-
writing step.

4. The method of claim 1, wherein a forward pointer is
established from the first data page to the first log page.

5. The method of claim 1, wherein a read request accesses
the first log page instead of the original data page.
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